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TYPES OF GRAMMATICAL CONNECTIONS IN VERBAL
WORD-GROUP MODELS (ON THE BASIS OF ENGINEERING TEXTS)

Summary. The presented article examines the results
of the analysis of verbal word-droups in order to determine
the nature of the syntactic connections between the elements
of these word-groups. The material for the work was the texts
on the specialty “Radio Electronics” taken from the scientific
articles in journals published in the UK and the USA. The size
of the text corpus is 250 thousand tokens. The list of verbal
units that were analyzed consists of 52 most frequent verbs
found in the text corpus.

The purpose of the article is to register verbal word-
groups functioning in the “Radio Electronics” texts within
an elementary sentence. Consideration of combinatorics taking
into account the language-speech dichotomy made it possible, on
the one hand, to identify and describe the potential of language
units in the form of a set of abstract language models, and on
the other hand — to study the peculiarities of the actualization
of these models in speech, i.e. identify various combinability
characteristics that can only be found in speech. The use
of a frequency combinability dictionary, which takes into
account all compatibility models, as well as the availability
of a text corpus, made it possible to carry out such a task.

When extracting verbal word-groups from the text corpus
and comparing them with the models recorded in the frequency
combinability dictionary, it was revealed that the texts contain
models that are not taken into account in the frequency
dictionary, which may affect changes in the structure
of the frequency combinability dictionary and its enrichment
with newly discovered models. During the research a list
of six types of models was identified, which are classified
according to the number of syntactic connections and working
elements included in the model, ranging from a word-group
with zero verbal connection and the absence of elements, that
carry subordinate connections, in the model, to five syntactic
connections. Models with a variable number of connections
are also noted, in which the number of connections depends
on the structure of the sentence in which verbal word-groups
are found. The results of the study also showed that the degree
of simplicity/complexity of a particular model directly depends
on the number of working elements that make up the model
and, accordingly, the number of connections.

Key words: system characteristics, speech features, degree
of simplicity/complexity, syntactic subordinate connections,
symbols.

Statement of Problem. Modern linguistics is focused on the ever-in-
creasing demand for applied tasks — automatic text processing, intensifi-
cation of teaching foreign languages, etc. That is why the linguists give
preference not to individual, isolated units of speech, which are then
recorded in probabilistic-statistical models of text corpora, but to patterns
(models) of compatibility (combinatorics) units functioning in texts.

Moreover, if at the beginning of the development of corpus lin-
guistics there was a sharp division between linguists who used in
their research the data of the language system recorded in diction-
aries, and those who believed that only data based on real texts can
serve as the only confirmation of the truth of the results obtained,
then at the present stage of development of linguistics, the emphasis
is on a comprehensive study of linguistic phenomena, which, when
conducting research, involves turning to both language and speech
[1; 2], which makes it possible to study the subject in question in
the dialectical unity of its systemic and functional characteristics.

[tis in this aspect that the given article examines the compatibil-
ity features of English verbs which was chosen as an object of study.

Literature review. Modern linguistics is characterized
by a relentless interest in the study of verbs as a central unit
of the language. This can be confirmed by numerous studies in
which the verb is presented from different points of view: determi-
nation of the valency of the verb on the material of texts on various
topics [3; 4], semantics of verb units [5], modal verb constructions
and their semantics [6], researching the English verb-terms [7] com-
parative analysis of verbs in German and English [8], grammatical
structure of the verb in languages of various types [9; 10; 11; 12].

As we can see even in this rather modest enumeration of research
topics, a wide variety of issues related to the verb are realized.
Moreover practically all research works deal with the tasks at var-
ious levels of language. Such attention to verbal units is associated
with the importance of this grammatical class of words in the lan-
guage system in which it is defined as a dominant part of speech,
which provides it with an organizing, central role in the sentence.

Goal of the article. The goal is as follows: to present the results
of the analysis of grammatical connections in verbal word-groups,
which will be further called models. To achieve this goal, first of all,
a text corpus was compiled in the specialty “Radio Electronics”
which served as the material for the study of verbal word-groups.
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The analysis includes the following actions: 1) to extract all
verbal word-groups from the formed text corpus “Radio Electron-
ics”; 2) to study the language and speech characteristics of English
verbs and determine the relationship between these characteristics,
as well as to describe their combinatorial properties; 3) to take sub-
ordinating (kernal) models (patterns) from the frequency dictionary
of combinability [13; 14], which are fixed in this dictionary and also
found in the text corpus, and add those that are not included in this
dictionary; 4) to determine the degree of simplicity/complexity
of models functioning in the text corpus; 5) to determine the vol-
ume of models, i.e. the presence of parts of speech that make up
the model; the number of connections between elements in the mod-
els, the number of sense interpretations in models.

Base material. The basis for verbal word-groups (models) were
the following most frequent verbs found in the text corpus “Radio
Electronics™: use, make, show, see, check, connect, get, operate,
work, find, go, do, provide, apply, need , give, take, require, set,
feed, record, read, cause, produce, know, look, mount, increase,
reduce, determine, start, tune, add, change, develop, adjust, meas-
ure, replace, want, build , control, flow, include, note, design, say,
come, test, call, try, short, switch.

The description of the combinatorial properties of these verbal
units involves the extraction and registration of all analyzed word-
groups within an elementary sentence. Only subordinate (kernal)
connections were recorded.

The selected verbal word-groups which include the lexemes,
whose grammatical class was determined during the analysis
of a sentence, are written in symbols that are commonly accepted for
syntactic model descriptions: V — verbs in finite form; N — nouns, as
well as pronouns, numerals and other parts of speech, functionally
equivalent to a noun; A — adjectives and numerals in the function
of preposed attribute; D — adverbs and adverbial phrases like ‘at
all, at once’; Ving — Participle I, gerund and verbal nouns, etc. The
symbol ‘prp’ denotes both simple and derived prepositions ‘in, on,
in front of’, etc.; the symbol ‘cj’ denotes simple, complex and com-
pound conjunctions such as ‘as if, as well as’, etc. In addition, for
a better understanding of the complex problems of syntactic connec-
tions, the following signs are used: if it is necessary to show that two
parts of speech are directly and closely connected, then the sign “-*
is applied; if two (or more) parts of speech have the remote connec-
tions, then “...” is used.

When determining the number of grammatical connections in
the model, the number of elements subordinate to the verb is taken
into account, as well as the connections between these elements. For
example, we need to consider grammatical connections in the com-
plex model ‘VNNprpN'. In it four connections can be counted:
the connections between the verb, the two nouns subordinate to it
‘V-N-N" and the prepositional group ‘V...prp-N’, as well as between
the preposition itself and the noun controlled by it ‘prp-N".

As a rule a verb in a sentence enters into several connections,
that form a word-group, and creates several models characteris-
tic for it (verb). For example, “The system uses open leads with
vim, vtvm or tvm.” Here the verb ‘use’ forms a word-group with
the words ‘system’ and ‘leads’, which, accordingly, can be written
in the following models: ‘N-V” - ‘the system uses’, where the verb
has a subordinating relationship from the noun; ‘/-N’ - ‘uses open
leads’, in which the noun is subordinate to the verb.

However, the verb does not always form word-groups in a sen-
tence with syntactically related words directly. Thus, in the sentence

presented above, the verb ‘use’ is grammatically connected with
prepositional groups of words ‘with vim, vtvm or tvm’, forming mod-
els of grammatical connection ‘VprpN’ — ‘uses with vom’; ‘VprpN’ -
‘uses with vtvm’; ‘VprpN’ - ‘uses with tvm’. This verb forms word-
groups with such prepositional groups only through the object ‘leads’,
thus realizing the models: ‘VNprpN’ - ‘uses (open) leads with vom’;
‘VNprpN’ - ‘uses (open) leads with vtvm’; ‘VNprpN’ — ‘uses (open)
leads with tvm’, which essentially represent a chain of grammatical
connections ‘VN’ — ‘uses (open) leads’ and ‘VprpN’ — ‘uses with
vom’; ‘VprpN’ - ‘uses with vtvm’; ‘VprpN” - “uses with tvm’. And
since the different words included in this model are related to the verb
‘use’ by the similar relationships, the ‘VNprpN’ model is created
three times. Consequently, the number of fixed models depends on
the number of elements syntactically associated with the verb, form-
ing word-groups with it (verb).

Further, we should note that there are models with a constant
and variable number of connections. In the first case, the same
number of connections is always implemented in the models — one,
two, three, etc. For example, ‘V-N’ - ‘use a device’; ‘V..N’ ‘prp-
N’ - ‘work on phase’. There are two connections here: a verb with
a remote noun and a preposition with the noun it controls.

In models with a variable number of connections, there can be
either one, two or three connections. For example, in the model
‘VNN’ - ‘show you the signal’ there are two connections: the verb
with two nouns consequently subordinated to it ‘/-N-N". Similarly,
the model ‘VNprpN’ implements either two connections or three
connections. For example, in the case ‘make a room out of kitchen’
we can see two connections — between a verb and a remote noun
dependent on the prepositional group ‘V... N’ and the two nouns,
one coming after the verb, but independent of it, and a noun depend-
ent on the prepositional group ‘N-prp-N". Or three connections in
the case ‘use an attenuator on the output’. Here we see the same
model ‘VNprpN’, with a different nature of connections, where
there is a subordinating connection between the verb and the noun
controlled by it ‘V-N”; between the verb and the noun dependent on
the prepositional group ‘V ... N’; between the preposition and its
dependent noun ‘prp-N’.

A model with a variable number of connections is usually clas-
sified according to the largest number of them (connections).

This paper presents the types of compatibility models of the ana-
lyzed verbs, which are classified according to the number of syntac-
tic connections and working elements included in the model:

1) a model in which there is no kernel connection with the verb
because there are no elements that depend on it, for example, ‘easy to
build’, “fun fo use’. This type is the smallest in terms of the number
of models included in it; it is represented by only one model ‘Vo’;

2) a model with one grammatical connection between a verb
and one element dependent on it, for example, VN’ - ‘use a device’,
the connection between a verb and its subordinate noun ‘V-N;
‘VV’— ‘want to build’ connection between a verb and its subordi-
nate verb ‘V-V, etc.;

3) a model with a variable number of verbal connections —
from one to two ones and with the three elements, for example,
‘VNN’ - “...elected him a chairman’, in which the verb has only
one connection because it can influence only on the last noun. Or
again three elements but two connections, for example, ‘VNN’, in
which the verb has a subordinating connection with both the first
noun ‘V-N’ and the second noun ‘V..N’ — ‘shows you the old
keys-tone raster’. And the models with three elements that have
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only two connections, for example, ‘Vprpling’, in which the verb
has a subordinating connection with the remote gerund ‘V..Ving’
and the connection between the preposition and the dependent ger-
und ‘prp-Ving’ - ‘start by moving’;

4) a model with three connections and four working elements
(parts of speech), for example, ‘VNprpN’ - ‘receive the signal from
the transmitter’, where the verb has a subordinating connection with
the noun immediately following it ‘/-N’, and the noun that comes
after the preposition ‘V..N”, and there is also a subordinating con-
nection within the prepositional group, i.e. between the preposition
and the noun ‘prp-N’,

5) a model with a variable number of connections — from two
to four (but classified as a model with four connections) and five
working elements, for example, ‘VprpNprpN’— ‘check from case to
ground with an ohmmeter’, in which there are subordinating con-
nections between the verb and two prepositional groups ‘V-prpN-
prpN’; and then two connections inside these two prepositional
groups ‘prp-N’ and ‘prp-N’ between the prepositions and the nouns.
And also the model ‘VNNprpN’ — ‘that will give us the data in
the least possible time’, which presents the following syntac-
tic connections: two subordinating connections between the verb
and the two subsequent nouns subordinate to it ‘/-N-N"; and a sub-
ordinating connection between the verb and the complex — the prep-
osition and the noun ‘V..prp-N’, and also the connection inside
the prepositional group — between the preposition and the noun,
which is in the position dependent on the preposition ‘prp-N’;

6) a model including from three to five connections and six
work elements, for example, ‘VprpNprpNVing’ — ‘speak to him on
the machine operation considering the system dosing’. Here we see
six elements and five connections: the verb subordinates the first
group “preposition and the noun” V-prpN’ coming immediately
after it; then the verb has a subordinating connection with the sec-
ond complex “preposition and the noun” V' ...prp-N’; and finally,
the verb subordinates the gerund located on last place in this model
‘V...Ving’. However, there are two more subordinating connections
within two complexes “the first preposition plus a noun” and “the
second preposition plus noun”. So, we have five syntactic subordi-
nating connections in one model with six working elements.

Conclusions. Thus the following conclusions can be drawn
from the presented research results. In the nomenclature of syntac-
tic subordinating connections six types of models are distinguished,
which are classified according to the two parameters that depend on
each other — working elements including in models, and subordinat-
ing connections depending on their number and nature. They have
the following structure: a model without any kernel connection in
the verb, with one, two, three, four and five connections.

As we can see, the degree of simplicity of the model increases
with a decrease in the number of connections in it, and reaches its
maximum in models in which there is no connection and in which
the verb has no elements dependent on it.

The future research assumes the consideration of lexical-seman-
tic connections in verbal word-groups and determination of their
(lexical-semantic connections) probable influence on the number
of syntactic subordinate connections in the models with variety
number of connections.
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KoBaar H., Tomenko M., MaxkemoBa TI.
Buau rpamaruyHux 3B'S3KIB y Moaeasix Ji€cHiBHHX
CJIOBOCHIOTYyYeHb (HA MaTepiaJii TEXHIYHUX TeKCTiB)

AHoTauisi. Y @peACTaBleHId cTarTi pPO3MIANAIOTHCS
pe3ynbraTu aHalizy JECTIBHUX CJIOBOCIIONYYEHb
3 METOI0 BH3HAYEHHS XapaKTepy CHUHTAKCUYHUX 3B’S3KiB
MDK eJIeMeHTaMu LuX ciiB. Marepiaiom ans poOoTH
MOCITYKWIM TEKCTH 31 crenianbHOCTi «PamioenexTpoHikay,
B34TI 3 HAyKOBUX cTareil y JKypHajaxX, IO BUXOIATbH
y BenukoOputanii ta CIIIA. Po3mip TeKCTOBOTO Kopmycy
cTaHoBUTH 250 TuHC. cnoBoBkHMBaHb. Ilepernmik aiecniBHHX
OJIMHHUIIb, 10 aHAJI3yBAJINCS, CKIAJAEThCS 3 52 HaWOUIbII
YaCTOTHHX JIIECIIB, K1 3yCTPIUAIOThCS B TEKCTOBOMY KOPITYCI.

Mera crarti — 3adikcyBaTu [Ji€ciiBHI TIpynu CIiiB
TaBU3HAUUTU IIPUPO.LY 3B’ SIKiB X €JIEMEHTIB, SIKi )y HKLIIOHYIOTb
y TekcTax «PamioenekTpoHika» B MeXax eJIeMEHTapHOIo
pedeHHs. Po3misan KOMOIHATOPUKY 3 ypaxyBaHHSIM JUXOTOMIl
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MOBa-MOBJICHHSI [aB 3MOTY, 3 OIHOTO OOKY, BHSBHUTH
W ommcaTH TOTEHI[ial MOBHUX OJIMHHIL Y BUIVISII HaOOpy
a0CTpPaKTHUX MOBHHMX MOJENe, a 3 IHIIOT0 — BUBYUTHU
0COOJIMBOCTI aKTyai3amii 1UX Mojeield y MOBJICHHI, TOOTO
BUSIBJICHHSI PI3HOMAHITHUX O3HAK CIIOJY4YyBaHOCTI, sIKi
MOJKHa 3yCTPITH JIHIIIC B MOBJICHHI. BHKOHATH Take 3aBIaHHsI
JIO3BOJIMJIO BHKOPHCTAHHSI YaCTOTHOTO CIIOBHHKA YaCTOTHOI
CTIOJIy4yBaHOCTI, IKHH BPaxOBY€E BC1 MOJIEII CIIOTY4yBaHOCTI,
a TAKOXX HasIBHICTH TEKCTOBOTO KOPITYCY.

Ilin wuwac BuaUIcHHs BepOaJbHUX  CIOBOCIOIYYCHb
i3 TEKCTOBOTO KOPIyCYy Ta MOPIBHSHHS IX i3 MOJEIsIMH,
3a(iKCOBAHNMH B YaCTOTHOMY CJOBHHKY CIIOJy4yBaHOCTI,
BUSIBJICHO HAsBHICTh y TEKCTaX MOJEINCH, HE BPaXOBAHHX
y YacTOTHOMY CJIOBHHKY, IO MOXXC BIUIMHYTH Ha 3MiHY
CTPYKTYPH YaCTOTHOTO CJIOBHHKA CIIOIyYyBaHOCTI Ta HOTO
30aradycHHs HOBOBHSBICHIMH MOJICISIME. Y XOIIi 10 CJTiJKCHHSI

OyJ0 BH/IICHO TMEpeiK i3 IIECTH THIIB MOJENeH, SKi
kinacu(ikoBaHi 3a  KIJIBKICTIO CHHTAKCHUHUX 3B SI3KIB
i pobOYNX €eMEHTIB, IO BXOIATH JO MOJEN, TOUYMHAIOYH
BiJl CIIOBOCIIOJYYEHHS 3 HYJIbOBHM CJIOBECHHM 3B’SI3KOM
1 BIJICYTHICTIO €JIEMEHTIB, [0 HECYTh ITiIMOPSIKOBaHI 3B’ SI3Ki
Y MOJIET, IO T’ ATH CHHTAKCHIHHUX ITiAMOPSIKOBAHMX 3B’ SI3KIB.
Binznagarorbes TakoK MOJEI 31 SMIHHOIO KiJIBKICTIO 3B’ SI3KIB,
y SKHX KUIBKICTh 3B’SI3KIB 3aJICKUTH Bijl OyJIOBH PCUCHHS,
y SAKOMY 3yCTpI4alOThCs JIIECHIBHI  CJIIOBOCIOJYYEHHS.
Pesynmsrard  JOCHI/DKEHHS TaKOX IIOKa3add, IO CTYITiHb
MPOCTOTH/CKIAJHOCTI KOHKPETHOI Mojeni 0e3mocepeiHbo
3aJICKUTh Bl KUIBKOCTI pOOOYMX EJIEMEHTIB, 3 SKHX
CKJIAJIa€THCSA MOJIEND, 1, BIITOBIHO, KIIBKOCTI 3B’ SI3KIB.

KiaouoBi cioBa: XapaKTEepUCTHKA CHCTEMH, O3HAKH
MOBJICHHSI, CTYMiHb TMPOCTOTH/CKJIAJHOCTI, CHHTAKCUYHI
MiIOPSIIKOBAHI 3B’ 13KU, CUMBOJIH.
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